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Theoretical aspects of ANN application I

Why Artificial Neural Network?

♠ Event information can be coded by several kinematic variables {xi}
♠ Ideally final answer has 2 states (1 bit): signal (1) and background (0)

♠ Classic cuts are essentially
linear and ”rectangular”

♠ NN ”cuts” depend on input
values of all variables at the
same time
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Theoretical aspects of ANN application II

ANN with one hidden layer and one output

♠ H is the number of hidden units, wij and vj are weights, xi are inputs,
σ(y) = 1

1+e−αy is sigmoid function.
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f(x1, x2, . . . , xn) =
H∑
j=1

vjσ(w1jx1 + w2jx2 + . . .+ wnjxn) .
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Theoretical aspects of ANN application III

Theoretical representation of f({xi})?

♠ Kolmogorov theorem: any continuous function of n variables F (x1, x2, . . . , xn)
can be presented in the form of

F (x1, x2, . . . , xn) =
2n+1∑
j=1

gj

{
n∑
i=1

hij(xi)

}
,

where gj and hij are any continuous functions, hij does not depend on function
F .
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Theoretical aspects of ANN application IV

♠ Weakening of Kolmogorov theorem’s conditions. ∀ ε > 0 ∃ H, ∃ {wij}, and
∃ {vj}, such as

|f(x1, x2, . . . , xn)− F (x1, x2, . . . , xn)| < ε ,

f(x1, x2, . . . , xn) =
H∑
j=1

vjσ(w1jx1 + w2jx2 + . . .+ wnjxn) .

♣ 2n+ 1 −→ H

♣ hij(xi) −→ wijxi, where wij are weights

♣ gj(y) −→ vjσ(y) = vj
1

1+e−αy , where vj are weights, and α is constant
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Theoretical aspects of ANN application V

How to use f({xi})?

♠ We should adjust weights by training NN with known Monte-Carlo events

♠ Traning procedure is controled by error function

χ2 =
1

2N

N∑
i=1

(fi − ti)2

♣ N is the number of training
events

♣ ti is desired NN output

♣ fi is actual NN output

The less value of the error
function the more precise
network we have
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Theoretical aspects of ANN application VI

Optimization of input variables

♠ Goal: maximization of information in each input i from each sample n.

♣ Entropy H({xi})→ max.

♠ Different input variables (even NNs) for different signal-background pairs

♣ Use physical sense to code difference between S ↔ B1,. . . , S ↔ Bn.
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Theoretical aspects of ANN application VII

♠ Correlation of input variables

H(xi, xj) ≤ H(xi) +H(xj)

H(xi, xj) = H(xi) +H(xj) if xi and xj are independent

covariance matrix:

cij =
1

n− 1

n∑
k=1

(x(k)
i − x̄

(k)
i )(x(k)

j − x̄
(k)
j ) ∀i 6= j, x̄i ≡

1
P

P∑
k=1

xi

C =
(

σ2
1 ρσ1σ2

ρσ1σ2 σ2
2

)
, i, j = 1, 2
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Theoretical aspects of ANN application VIII

♠ Result of variable optimization:

0.14
�

0.15
�

0.16
�

0.17
�

0.18
�

0.19
�

20 40 60
�

80
�

100 120 140 160 180

AAG meeting 1 June 2002



Theoretical aspects of ANN application IX

Estimations for number of hidden units H

♠ Structure

♣ H is number of hidden units

♣ n and t are numbers of inputs
and outputs

♣ W ∼ Hn is number of weights

♣ P is number of training samples

Too small H can lead to undertraining

Too large H can lead to overtraining
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Theoretical aspects of ANN application X

♠ Theoretical estimation

♣
ε ∼ εapprox + εcomplexity

εapprox ∼ 1/H ∼ d/W , εcomplexity ∼W/P

ε ∼ d/W +W/P → min , when W ∼
√
Pn, i.e. H ∼

√
P

n

♣ H ∼ 2n+ 1 from Kolmogorov theorem

♠ Empiric estimations

H = 0.5(n+ t) +
√
P , H = 2

√
tn
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Theoretical aspects of ANN application XI

Conclusion

♠ NN can give better result if it is used correctly

♠ References:

♣ Internet. Ask search engines.

♣ smirnov@unm.edu
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